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ABSTRACT

Programmatic advertising provides digital ad buyers with the convenience of purchasing ad impressions through Real Time Bidding (RTB) auctions. However, programmatic advertising has also given rise to a novel form of ad fraud known as domain spoofing, in which attackers sell counterfeit impressions that claim to be from high-value publishers. To mitigate domain spoofing, the Interactive Advertising Bureau (IAB) Tech Lab introduced the ads.txt standard in May 2017 to help ad buyers verify authorized digital ad sellers, as well as to promote overall transparency in programmatic advertising.

In this work, we present a 15-month longitudinal, observational study of the ads.txt standard. We do this to understand (1) if it is helping ad buyers to combat domain spoofing and (2) whether the transparency offered by the standard can provide useful data to researchers and privacy advocates.

With respect to halting domain spoofing, we observe that over 60% of Alexa Top-100K publishers that run RTB ads have adopted ads.txt, and that ad exchanges and advertisers appear to be honoring the standard. With respect to transparency, the widespread adoption of ads.txt allows us to explicitly identify over 1,000 domains belonging to ad exchanges, without having to rely on crowdsourcing or heuristic methods.

However, we also find that ads.txt is still a long way from reaching its full potential. Many publishers have yet to adopt the standard, and we observe major ad exchanges purchasing unauthorized impressions that violate the standard. This opens the door to domain spoofing attacks. Further, ads.txt data often include errors that must be cleaned and mitigated before the data is practically useful.
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1 INTRODUCTION

Despite being the primary source of funding for free content online, the online display advertising ecosystem is a $127 billion enigma [78]. Researchers and industry groups have documented hundreds of different companies taking part in the ecosystem with a plethora of different business models, ranging from trackers, to data brokers, to market makers, to advertisers [11, 15, 16, 34, 60]. The advent of programmatic advertising based on Real Time Bidding (RTB) auctions has only increased the complexity of the ecosystem, by enabling more players to participate in the marketplace, while also accelerating the movement of data and impressions to milliseconds speeds.

The complexity, scale, and opacity of the ad ecosystem create opportunities for various kinds of fraud. While click and impression fraud are longstanding problems [24, 27, 87, 88], RTB in particular has opened the door to a novel fraud known as domain spoofing [18, 50, 51]. In this attack, the fraudster creates fake bid requests for impressions that were purportedly generated by visitors to high-value publishers (e.g., CNN or YouTube). Advertisers bid highly to show their ads on these valuable publishers, but the ads end up appearing on low-value websites, or nowhere at all, while the fraudster collects the profit. Attackers can earn millions of dollars per day spoofing bid requests [18, 64].

The fundamental issue that enables domain spoofing is the opacity of the RTB ecosystem: advertisers cannot tell which auctioneers are authorized to sell impression inventory from a given publisher. This lack of transparency gives attackers the ability to spoof inventory from any publisher. To address this problem, the Interactive Advertising Bureau (IAB) Tech Lab introduced the ads.txt standard [80] in May 2017. ads.txt is designed to rectify this transparency problem by allowing publishers to state, in a machine-readable format, which auctioneers are authorized to sell their impression inventory [41]. To opt-in to the standard, a publisher...
must place a file named /ads.txt at the root of their website; auctioneers and advertisers can then download the file and verify the authenticity of bid requests. In addition to helping mitigate domain spoofing, the ads.txt standard is potentially of interest to researchers and privacy advocates. The opacity of the online advertising ecosystem has long frustrated attempts to understand which third-parties are part of the ecosystem, as well as the role of each third-party (e.g., tracker, advertiser, auctioneer, etc.) [12, 15]. The practical consequence of this opacity is that users have grown suspicious of online advertisers and their privacy practices [5, 61, 92]. ads.txt fundamentally changes the landscape, by making it explicit which third-party domains in a given first-party context are ad exchanges (i.e., auctioneers). In aggregate, ads.txt data has the potential to reveal, for the first time, the relationships between publishers, ad exchanges, and advertisers.

In this study, we take the first step towards measuring and quantifying the landscape revealed by ads.txt-compliant publishers. Our study aims to answer two basic questions:

1. **Are members of the online ad ecosystem complying with the ads.txt standard?** This includes adoption of the standard by publishers, as well as enforcement (or lack thereof) of the standard by ad exchanges and advertisers when bidding on impressions.

2. **How useful is ads.txt as a transparency mechanism?** This includes the scope, specificity, and correctness of the data contained in ads.txt files.

To answer these questions, we crawled ads.txt files from Alexa Top-100K websites on a monthly basis between January 2018 and April 2019. We focus on these websites because their impressions are valuable, and thus they have the strongest incentive to adopt ads.txt. We also conducted monthly crawls of the Alexa Top-100K websites to gather information about the ad exchanges and advertisers that each website interacted with. This data allows us to observe whether auctioneers and advertisers appear to be in compliance with the rules stipulated in publishers’ ads.txt files. Although we study compliance with the ads.txt standard to see its potential for combating fraud, we are not able to measure the effect of the standard on limiting actual fraud. Quantifying the direct impact of ads.txt on domain spoofing fraud is challenging, and would necessitate either (1) becoming a publisher and conducting active experiments, or (2) partnering with a major ad exchange to measure their internal datasets.

Through this study, we make the following key contributions and findings:

1. **We present the first large-scale, longitudinal study of the ads.txt standard.** We observe that as of April 2019, 20% of Alexa Top-100K websites have adopted the standard, which rises to 62% when we only consider websites that display ads via RTB auctions. This demonstrates that ads.txt has achieved impressive adoption since it was introduced in May 2017.

2. **With respect to compliance, we find that the vast majority of RTB ads in our sample were bought from authorized sellers. This suggests that ad exchanges and advertisers are complying with the standard. However, we also see that domain spoofing is still possible, because major ad exchanges still accept impression inventory from publishers that have not adopted ads.txt. Further, we document cases where major ad exchanges purchased impressions from unauthorized sellers, in violation of the standard.

- With respect to transparency, ads.txt allows us to identify the third-party ad exchanges on ~62K publishers that run RTB ads and isolate 1,035 unique domains belonging to ad exchanges. That said, we also find that ads.txt data has a variety of imperfections, and we develop methods to mitigate these deficiencies.

### Open Source

As a service to the community, we have open-sourced the data from this project. This includes 26 snapshots of the ads.txt files from Alexa Top-100K publishers between January 2018 and April 2019, cleaned list of authorized sellers, associated inclusion chains, and a list of ad exchange domains clustered by their respective parent organizations. The data is available at: https://personalization.ccs.neu.edu/Projects/Adstxt/

### Organization

Our study is organized as follows. In § 2, we define key terms and explain the ads.txt standard. In § 3 we explain how we crawled and cleaned the data used throughout this study. In § 4 we analyze ads.txt adoption from the perspective of publishers and ad exchanges, while in § 5 we investigate compliance with the standard. We briefly survey related work in § 6, discuss limitations in § 7, and conclude our findings in § 8.

## 2 BACKGROUND

We begin by briefly introducing the programmatic online advertising ecosystem, defining key terms, discussing the rationale behind ads.txt, and discussing the ads.txt standard in detail.

### 2.1 RTB Overview

Over time, the mechanisms for selling and buying impressions have become programmatic via Real Time Bidding (RTB) auctions. In industry parlance, *publishers* (i.e., websites/apps that distribute media to consumers) aim to monetize their *impression inventory* (i.e., the attention of people visiting their service) by selling it to *advertisers*. At a high-level, whenever a person visits a publisher, their browser will contact an *ad exchange* that serves as the auctioneer. The ad exchange solicits bids on the impression from advertisers, who have just milliseconds to respond. The ad exchange then redirects the user’s browser to the winning advertiser so they may serve an ad. Programmatic advertising is estimated to account for 83% of all US digital display advertising as of 2020 [33]. It is popular because it increases fluidity in the advertising market, as well as allowing publishers to increase their revenue (in theory) by selling their inventory to the highest bidders on-demand.

Although RTB auctions are conceptually simple, they are complex in practice. With respect to the *sell-side*, publishers form business relationships with ad exchanges and other *Supply-Side Platforms* (SSPs) that facilitate the selling of impressions. Examples of ad exchanges include the Google Marketing Platform (formerly Doubleclick), Rubicon, and OpenX. With respect to the *buy-side*, *Demand-Side Platforms* (DSPs) represent advertisers by purchasing impressions to implement their campaigns. Examples of DSPs...
include Criteo, Quantcast, and MediaMath. Note that many companies offer both seller- and buyer-side products (e.g., Google and Rubicon), complicating their role in the ecosystem. Furthermore, impressions can be resold after they are won, i.e., the winner of an RTB auction may be another ad exchange, which will then hold another auction, etc. This can lead to long chains of transactions that separate the true source of an impression from the DSP that eventually serves an ad.

### 2.2 Ad Fraud and Spoofing

The online ad ecosystem has long been plagued with fraud, generating estimated losses of \( \$8.2 \) billion per year in 2015 [49]. The most well-known forms are impression fraud and click fraud [27, 73, 87]. In this scheme, the attacker creates a seemingly-legitimate publisher and contracts with ad exchanges to sell their impressions. The attacker then earns revenue by directing fraudulent traffic to their own publisher. We discuss prior work on these forms of fraud in § 6.

The rise of programmatic advertising has created an opportunity for a different type of fraud known as domain spoofing or sometimes inventory counterfeiting [18, 50, 51]. In this scheme, the attacker generates bid requests that are supposedly for impressions on a high-value publisher (e.g., CNN or The New York Times), when in reality these impressions are either (1) entirely fabricated or (2) actually generated from a low-value publisher (which is often controlled by, or collaborates with, the attacker). Attackers can implement spoofing attacks by creating or compromising an SSP, or (in some cases) simply by setting up an illegitimate publisher. The attacker can make their spoofed inventory harder to detect by mixing it with legitimate inventory [88].

#### 2.3 A Brief Intro to ads.txt

The fundamental flaw in the programmatic advertising ecosystem that enabled domain spoofing is that legitimate ad exchanges and DSPs had no way of knowing which ad exchanges/SSPs were authorized to sell impression inventory from a given publisher. This lack of transparency gave attackers the ability to spoof inventory from any publisher.

To combat spoofing, the Interactive Advertising Bureau (IAB) Tech Lab, which is a non-profit trade association for online advertisers, introduced the ads.txt standard [80]. The standard is designed as a first step towards rectifying the transparency issues that allowed spoofing to flourish, by allowing publishers to state, in a machine-readable format, which SSPs and ad exchanges are authorized to sell their impression inventory. To be compliant with the standard, ad exchanges and SSPs are supposed to reject inventory they are not authorized to sell, while DSPs are not supposed to buy inventory from unauthorized sellers.

ads.txt 1.0 was introduced in May 2017 [80], and the latest 1.0.2 standard was published in March 2019 [41]. Google announced that by December 2018, DSPs in their exchange would purchase impressions that were authenticated via ads.txt by default [39, 46], i.e., a DSP would need to opt-out of the security measure if they wanted to purchase unauthenticated impressions. Google runs one of the largest ad exchanges [15], which created a strong incentive for publishers to adopt ads.txt by the end of 2018 if they wanted their inventory to be purchasable by all DSPs in the auction.

ads.txt is just the first step towards combatting domain spoofing fraud, and is by no means perfect [31]. The IAB is working on improving the ads.txt standard in conjunction with the OpenRTB 3.0 specification [56] by providing an upgrade called ads.cert [28]. Through ads.cert, publishers will be able to cryptographically sign bid requests to authenticate their inventory.

#### 2.4 ads.txt File Format

Much like the robots.txt exclusion standard [52], the ads.txt standard is instantiated by including a text file named ads.txt at the root of a website. Listing 1 shows an example ads.txt file for illustrative purposes. ads.txt files obey a simple, line-oriented format; in keeping with the IAB specification [41], we refer to each line as a record. Each record contains three or four comma-separated fields that authorize a given SSP/ad exchange to sell impression inventory on behalf of the given publisher. The fields are:

1. **Seller Domain**: A domain name specifying the SSP or ad exchange that the publisher is authorizing to sell their impression inventory.
2. **Publisher ID**: A string that uniquely identifies the publisher’s account within the ad system hosted by the company in field 1.
3. **Relationship**: Either “DIRECT” or “RESELLER” depending on whether the publisher is the contractual owner of the advertising account in field 2 (former) or that the publisher has contracted with a third-party to manage the account (latter).
4. **Certification Authority ID** (Optional): An ID that uniquely corresponds to the company in field 1. As of this writing, these IDs are assigned by the Trustworthy Accountability Group.1

Listing 1: Example ads.txt taken from cnn.com on May 11, 2019 (and edited for brevity).

```
# Seller Domain: A string that uniquely identifies the
# publisher's account within the ad system hosted by the
# company in field 1.
# Relationship: Either "DIRECT" or "RESELLER" depending
# on whether the publisher is the contractual owner of the
# advertising account in field 2 (former) or that the publisher
# has contracted with a third-party to manage the account
# (latter).
# Certification Authority ID (Optional): An ID that
# uniquely corresponds to the company in field 1. As of
# this writing, these IDs are assigned by the Trustworthy
# Accountability Group.1
```

1https://www.tagtoday.net/
websites in our crawl: before each crawl, we fetched the latest}

The most crucial dataset for our study is

The primary goal of our study is to examine the

100K, we accessed the /ads.txt

...tion or point towards a subdomain that operates its own

2

User-Agent

with each request. We were able to crawl all the target

To assess compliance with the ads.txt standard on an ads.txt-enabled publisher, we need to examine which sellers and buyers were involved in serving ads through RTB auctions. To accomplish this we rely on inclusion trees, which are a data structure introduced by Arshad et al. [8] that have subsequently been used for several studies of web security [57] and online advertising [12, 13, 15]. Inclusion trees capture the semantic relationships between resource inclusions in a website. Figure 1 shows an example Document Object Model (DOM) tree and its corresponding inclusion tree.

We cannot rely on the DOM to determine how an ad was shown because it encodes syntactic structures, rather than the semantic relationships between resource inclusions. For example, as shown

2Through the “variable=value” record, author of the ads.txt file can provide their contact information or point towards a subdomain that operates its own ads.txt file.

3The IAB provides a prototype crawler to fetch ads.txt files [48]. We use ideas from there to build our own custom crawler for large-scale crawling and post-processing.
in Figure 1, the resources from b.net and c.com have no obvious relationship encoded in the DOM, but the inclusion tree correctly marks that c.com’s resource was included by b.net’s script.

Furthermore, analyzing HTTP request headers to determine resource inclusions is also insufficient. Specifically, the Referer field may be inaccurate when JavaScript from a third-party is included in a first-party context. Bashir et al. demonstrated that up to 48% of resource inclusions in a typical, crawled dataset can have inaccurate Referer (i.e., the resource was requested by third-party JavaScript, but the Referer was assigned to the first-party) [15].

We were able to capture inclusion trees for a website using the Chrome Debugging Protocol [19]. This protocol grants fine-grained access to Chrome’s internals without the need to instrument the browser’s source code. To capture dynamic inclusions, we used scriptParsed events in the Debugger domain, and requestWillBeSent and responseReceived events in the Network domain. Through scriptParsed, we can track JavaScript triggered by remote and inline scripts, whereas requestWillBeSent and responseReceived are used to observe any further resource requests. We capture iframe inclusions by collecting frameNavigated events in the Page domain.

3.2.1 Collecting Resource Inclusions. Using the technique from § 3.2, we repeatedly drove a Chrome browser to collect resource inclusions for all the publishers included in the ads.txt crawl. These crawls were done right after each ads.txt crawl finished (see § 3.1). In particular, for each publisher p in the dataset, the crawler visited the homepage for p, then iteratively crawled 15 randomly selected links that pointed to p. During these crawls, we presented a valid User-Agent, scrolled pages to the bottom, and waited ~10 seconds between subsequent page visits.

Once we have collected inclusion trees from publishers, we decompose them into inclusion chains to facilitate analysis. For a given inclusion tree (corresponding to a single visit of a webpage), the chains are simply all of the root-to-leaf paths in the tree.

Crawling Tool. The tool we used to crawl inclusion chains in this study is publicly available at:

https://github.com/sajjadium/DeepCrawling

3.2.2 Detecting Ads. The last step in our methodology is identifying all of the inclusion trees that correspond to the serving of an ad. We do this by applying a series of filters: first, we eliminate all chains where the final resource is not an image. Second, we filter out chains where the final image is ≤ 50×50 pixels. Finally, we filter out chains that include zero requests to a URL that matches a rule in EasyList [32]. This last step allows us to separate benign images from advertisements by ensuring that a known advertising-related URL was involved in serving the image.

4 ADOPTION OF ADS.TXT

In this section, we analyze the adoption of the ads.txt standard over our 15-month study. We examine adoption trends from the perspective of Alexa Top-100K publishers and top sellers that appear in the ads.txt files.

4.1 Publisher’s Perspective

We begin by examining the ads.txt standard from the perspective of publishers, starting with the adoption of the standard by Alexa Top-100K websites over time. The Static 100K line in Figure 2 shows adoption by a static set of Alexa Top-100K websites that was sampled in January 2018. The Varying 100K line shows adoption by a dynamic set of Alexa Top-100K websites that grows over time to incorporate newly popular sites (see § 3.1). In January 2018, we observed 12.7% of websites adopting the standard, which grew steadily to 19.7% in April 2019. Adding new, popular websites over time had negligible impact on our results. Further, our observations match those of Lukasz Olejnik, an independent researcher who has also been tracking ads.txt adoption [69].

Although adoption of ads.txt by Alexa Top-100K websites is modest overall, this baseline is too liberal since it includes websites that (1) do not display ads or (2) do not display ads via ad exchanges (e.g., Facebook, YouTube). There is no reason for these classes of websites to adopt ads.txt. To account for this, we isolate the set of websites W_{RTB}, that appear to be displaying ads via RTB auctions, from our complete set of crawled websites W. At a high-level, website w ∈ W is also a member of W_{RTB} if we observe ≥ 1 inclusion chain rooted at w that includes ≥ 1 requests to a known ad exchange. We derive this list of known ad exchanges from the ads.txt data itself; see § 5.2 for further details.

The RTB Present line in Figure 2 shows adoption of ads.txt over time by websites in W_{RTB}. We observe that adoption has increased from 46.6% to 62.3% over the 15 months of our study. Thus, although the majority of popular, ad-revenue supported publishers on the web have adopted ads.txt, there are still a significant number of websites that remain vulnerable to ad inventory fraud attacks (see § 2.2).

Alexa Rank of ads.txt Publishers. Next, we investigate how ads.txt adoption varies by publisher’s popularity. Figure 3 shows the frequency count of publishers with ads.txt files binned into groups of 1,000 by Alexa rank, drawn from two snapshots taken one year apart. Although adoption is uniformly higher in April

4These images are too small to be ads; most are 1×1 tracking pixels. We chose 50×50 since it is smaller than any of the typical online advertising format [22, 23].
5Our inclusion crawls failed to tag image resources for the first 3 snapshots. That is why RTB Present line in Figure 2 starts from April 2018.
2019 as compared to April 2018, across both snapshots we see the same trend: publishers with high Alexa ranks have higher ads.txt adoption. For example, the adoption rate is ~40% for the Top-1K publishers as compared to ~10% for the Bottom-1K in the April 2019 snapshot. If we consider only those publishers that run RTB ads, the adoption for the Top-1K (Bottom-1K) becomes 87% (3%). This is a positive, if somewhat expected trend, since popular (i.e., lucrative) publishers may be higher-value targets for ad inventory fraud attacks.

4.1.1 Correctness. Now that we have identified all publishers with ads.txt files in each snapshot, we can start analyzing the contents of these files. For a given publisher \( p \), we validate all the records in its ads.txt file according to the IAB specification to identify syntactic errors (see §2.4). Note that at this point, we do not attempt to validate the correctness of sellers; we defer this analysis to §4.2.

Figure 4 shows the number of valid and invalid records in ads.txt files for all the publishers in two snapshots. Our first observation is that the size of ads.txt files grew between April 2018 and 2019: the number of valid records increased from 25 to 40 at the 50\textsuperscript{th} percentile over this year.\(^6\) This occurred because existing publishers added more sellers to their files, and because new publishers with relatively long ads.txt files adopted the standard over the year-long period. Our second observation is that a minority of publishers have large ads.txt files: 33% of publishers have ads.txt files with \( \geq 100 \) valid entries, and 1% have \( \geq 1000 \) valid entries. Broadly speaking, there are two types of websites that fall into these ranges: (1) well-known publishers like cnn.com and espn.com that have a large, valuable impression inventory and thus maintain relationships with many ad exchanges, or (2) platforms like wordpress.com and ucoz.com that provide hosting for thousands of small, independent publishers. Our final observation from Figure 4 is that 10% of the publishers have \( \geq 1 \) invalid record in their ads.txt file.

4.1.2 Clustering Publishers Using ads.txt. In theory, each publisher should have a unique ads.txt file, since they have unique IDs in each exchange marketplace (see §2.4). However, we observed some publishers distributing identical ads.txt files.

To investigate this surprising finding we plot Figure 5, which shows the number of publishers distributing each unique ads.txt file in our dataset. We find that \( \sim 10\% \) of the ads.txt files are distributed by \( >1 \) publisher, and that this fraction is invariant over time. The most common ads.txt file in our dataset was distributed by 233 publishers in the April 2019 snapshot. Figure 6 shows the number of clusters of size \( x \), where a cluster is defined as a group of publishers distributing the same ads.txt file. For example, there is a single cluster of publishers of size 233, and 1,539 clusters of size two distributing identical files.

To gain a better understanding of why these publishers are distributing identical ads.txt files, we manually analyzed the top 10 largest clusters. For each cluster, we (1) crawled the WHOIS registry data for its constituent publishers and (2) resolved the publisher domains to IP addresses and checked how many belonged to the same /24 and /16 subnets. Additionally, we randomly sampled 20

\(^6\)This observation also matches Lukasz Olejnik’s findings [69].
websites from each cluster and manually inspected their homepages and ads .txt files.

The results of our investigation are shown in Table 1. For each top-10 cluster, we show the number of unique servers, registrars, and contact email addresses from WHOIS associated with publishers in that cluster, as well as the number of unique /16 and /24 IP address ranges containing the publisher’s IP addresses. For most of the clusters, the WHOIS information was shared across most or all of the individual clusters, strongly suggesting that the publishers in the cluster share a common owner or at least common management. The exceptions are clusters #3, #7, and #8, where most of the WHOIS records were private (and thus labeled as “empty” in our dataset). We see similar overlap with respect to IP address prefixes for clusters #3–5, #8, and #9, which is suggestive of common hosting infrastructure.

Manual investigation revealed three reasons for these large clusters of publishers. First, several clusters represent media properties with a common owner. For example, all of the publishers in cluster #5 were owned by Vox Media. Clusters #4, #8, #9, and #10 also appear to have a single owner, respectively. Second, several clusters represent media platforms that host independent publishers, including clusters #3 (LiveJournal) and #7 (UOL). Third, several clusters represent independent publishers that happen to use consolidated SSP services. In particular, AdThrive (cluster #1) and MediaVine (#2) both appear to use their own publisher IDs when selling impression inventory, rather than having their pool of publishers all sign up for individual accounts with the ad exchanges.

### 4.2 Seller’s Perspective

In this section, we shift perspective to focus on the sellers that are listed in ads .txt files. Sellers are the most important part of an ads .txt file, since the whole point of the standard is for publishers to authorize sellers to sell their inventory.

To perform this analysis, we must first filter out the erroneous sellers that appear in ads .txt files. As described in § 3.1.1, we leverage WHOIS registry data and DNS resolution to identify all the syntactically invalid seller domains. Figure 7 shows the number of unique sellers we observe in each crawl before (All line) and after (Valid line) we filter out invalid sellers. We observe that the total number of sellers increases from 860 to 1,400 over time, with the union over time containing 2,381 sellers. However, after we filter out the invalid sellers, the number of seller domains grows at a modest rate. This result is expected, since it requires significant effort for new SSPs and ad exchanges to establish themselves in the marketplace.

The union of valid sellers over time is 1,035 unique sellers, i.e., 56.4% of the seller domains in the ads .txt files contained syntactic errors. We focus on these seller for the remainder of our analysis. Note that this set over-estimates the number of valid sellers, since it may include semantically incorrect sellers. Figure 12 (discussed later) indicates that up to 20% of the unique sellers may be erroneous due to semantic errors, however these sellers only appear in a single ads .txt file throughout our dataset, meaning they have very limited impact on our analysis.

#### Sellers Per Publisher

Next, we compare the Alexa rank of publishers versus the number of sellers they authorize in their ads .txt files. Figure 8 presents the average number of valid sellers across bins of 1,000 publishers sorted by their Alexa rank, with separate lines for our April 2018 and 2019 snapshots. We see that the average number of sellers at every rank has grown over the year: there were ~10 more sellers per bin in the April 2019 snapshot as compared to April 2018. This is primarily due to publishers forming new partnerships with existing sellers, rather than the emergence of new sellers over time (see Figure 7). Additionally, we find that publishers at higher ranks have listed more authorized sellers on average, possibly because their impression inventory is more valuable, thus making them more desirable partners to ad exchanges.

Figure 9 shows the number of unique sellers listed within each publisher’s ads .txt file for two snapshots of our crawl. We make three observations: first, ~2% of the publishers have no sellers in their files. We manually examined these ads .txt files and found that they were either empty or just contained comments (e.g., https://www.youtube.com/ads .txt). These empty ads .txt files are intentionally installed by publishers, since they signal to ad exchanges and DSPs that nobody is authorized to sell their impressions. Second, the median publisher listed 17 sellers in their ads .txt, while the top 20% of publishers listed ≥42 unique sellers in their ads .txt’s. Finally, we see that the number of unique sellers per publisher has increased slightly year-over-year, with the increases mostly concentrated amongst the publishers with the largest ads .txt files.

Table 2 focuses on the top 20 publishers who have listed the most unique sellers in their ads .txt files. One interesting observation is that there is no correlation between Alexa rank and unique sellers for the top 20 publishers. They do have a common theme though—they are all news websites. Another notable observation is the difference between the number of unique sellers and number of valid

---

1 Others have also observed that sites like arcamax .com and breitbart .com have unusually large ads .txt files [69, 90].
entries per publisher. The latter is an order of magnitude greater than the former because a publisher can have multiple publisher IDs associated with a given seller (see § 2.4). This is highlighted in Figure 10, which compares the count of unique sellers, total publisher IDs, and unique publisher IDs per publisher for ads.txt files in our April 2019 snapshot. We see an order of magnitude more publisher IDs than unique sellers. This conclusion remains the same even if we de-duplicate publisher IDs, which makes sense because duplicate publisher IDs within a given ads.txt file would be errors.

Recall that each publisher ID associated with a seller also has a specific relationship with the seller. This relationship can be of two types: Direct or Reseller (see § 2.4). For example, as shown in Table 2, arcmax.com has 3,617 publisher IDs for 168 unique sellers. Out of these 3,617 IDs, 434 have a Direct relationship, meaning the publisher directly controls the given account. For the remaining 3,183 Reseller IDs, the publisher has authorized another entity to control this account associated with the seller.

Figure 11 breaks down the valid entries in each publisher’s ads.txt files by relationship type for our April 2019 snapshot. The All line is identical to Figure 9, and is shown here for scale. The Only line counts cases where a publisher only has a Direct or Reseller relationship (respectively) with a seller, while the Both line counts cases where the publisher has both relationships with a given seller. Overall, we see that Reseller relationships are most common: 25% of the publishers have only Reseller relationships with ≥20 sellers, whereas just 2% of the publishers have only Direct relationship with ≥20 sellers. The Both line is almost coincident with the Only Direct line, suggesting that when a publisher has a Direct relationship with a seller, they almost always have a Reseller relationship with that seller as well.

Seller Popularity. So far, we have looked at authorized sellers with respect to each publisher. Now we look at the popularity of sellers across all publishers in our dataset.

Figure 12 shows each sellers’ popularity in terms of (1) the total number of entries they appear in across all publishers, and (2) the number of unique publishers they have relationships with. We observe that 20% of the sellers are only involved with a single publisher. Some of these sellers are semantic errors (e.g., google.com instead of google.com), some are typos (e.g., com.google.com), and some are legitimate ad networks (not exchanges, e.g., zergnet.com) that have been added to the ads.txt file by mistake (see § 3.1.1). At the other extreme, the top 25% and top 10% of sellers are listed on ≥250 and ≥1050 publishers, respectively. This result is expected, since there are powerful network effects that draw publishers to the biggest ad exchange markets.

Table 2: Top 20 publishers with most sellers. Direct and Reseller are their seller account relationships.

<table>
<thead>
<tr>
<th>Publisher</th>
<th>Alexa Rank</th>
<th># Unique Sellers</th>
<th>Valid</th>
<th>Relationship</th>
<th># of Publishers</th>
<th>Relationship</th>
</tr>
</thead>
<tbody>
<tr>
<td>arcmax.com</td>
<td>22565</td>
<td>168</td>
<td>3617</td>
<td>434</td>
<td>3183</td>
<td></td>
</tr>
<tr>
<td>breitbart.com</td>
<td>242</td>
<td>158</td>
<td>980</td>
<td>123</td>
<td>857</td>
<td></td>
</tr>
<tr>
<td>walterfootball.com</td>
<td>48279</td>
<td>148</td>
<td>2805</td>
<td>394</td>
<td>2411</td>
<td></td>
</tr>
<tr>
<td>investing.com</td>
<td>408</td>
<td>130</td>
<td>1551</td>
<td>218</td>
<td>1333</td>
<td></td>
</tr>
<tr>
<td>webconsults.com</td>
<td>13730</td>
<td>127</td>
<td>2309</td>
<td>263</td>
<td>2046</td>
<td></td>
</tr>
<tr>
<td>shoppinglifestyle.com</td>
<td>72547</td>
<td>119</td>
<td>1249</td>
<td>155</td>
<td>1094</td>
<td></td>
</tr>
<tr>
<td>moretvtime.com</td>
<td>17380</td>
<td>118</td>
<td>2408</td>
<td>231</td>
<td>2177</td>
<td></td>
</tr>
<tr>
<td>newindianexpress.com</td>
<td>13928</td>
<td>118</td>
<td>1967</td>
<td>225</td>
<td>1742</td>
<td></td>
</tr>
<tr>
<td>americanned.com</td>
<td>53358</td>
<td>117</td>
<td>1329</td>
<td>146</td>
<td>1953</td>
<td></td>
</tr>
<tr>
<td>thehindu.com</td>
<td>1067</td>
<td>117</td>
<td>1210</td>
<td>127</td>
<td>1083</td>
<td></td>
</tr>
<tr>
<td>thegatewaypundit.com</td>
<td>8429</td>
<td>116</td>
<td>1501</td>
<td>217</td>
<td>1284</td>
<td></td>
</tr>
<tr>
<td>vikatan.com</td>
<td>6005</td>
<td>114</td>
<td>1046</td>
<td>168</td>
<td>878</td>
<td></td>
</tr>
<tr>
<td>ifvto.biz</td>
<td>889</td>
<td>114</td>
<td>3490</td>
<td>289</td>
<td>3201</td>
<td></td>
</tr>
<tr>
<td>realgan.com</td>
<td>11110</td>
<td>112</td>
<td>1397</td>
<td>166</td>
<td>1211</td>
<td></td>
</tr>
<tr>
<td>fayerwayer.com</td>
<td>18578</td>
<td>111</td>
<td>1944</td>
<td>12</td>
<td>1932</td>
<td></td>
</tr>
<tr>
<td>publimetro.co</td>
<td>40324</td>
<td>111</td>
<td>1944</td>
<td>12</td>
<td>1932</td>
<td></td>
</tr>
<tr>
<td>pjmedia.com</td>
<td>16437</td>
<td>111</td>
<td>1522</td>
<td>140</td>
<td>1382</td>
<td></td>
</tr>
<tr>
<td>metroecuador.com.ec</td>
<td>27378</td>
<td>111</td>
<td>1944</td>
<td>12</td>
<td>1932</td>
<td></td>
</tr>
<tr>
<td>nuevamu ner.com</td>
<td>40645</td>
<td>111</td>
<td>1944</td>
<td>12</td>
<td>1932</td>
<td></td>
</tr>
<tr>
<td>publimetro.com.mx</td>
<td>21623</td>
<td>111</td>
<td>1944</td>
<td>12</td>
<td>1932</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Top 20 sellers. Publishers have either Direct, Reseller, or Both relationships with them.

<table>
<thead>
<tr>
<th>Google Seller</th>
<th># of Publishers</th>
<th>Relationship</th>
</tr>
</thead>
<tbody>
<tr>
<td>google.com</td>
<td>17771</td>
<td></td>
</tr>
<tr>
<td>appnexus.com</td>
<td>12825</td>
<td></td>
</tr>
<tr>
<td>rubiconproject.com</td>
<td>12691</td>
<td></td>
</tr>
<tr>
<td>opensx.com</td>
<td>12250</td>
<td></td>
</tr>
<tr>
<td>pubmatic.com</td>
<td>12112</td>
<td></td>
</tr>
<tr>
<td>indexexchange.com</td>
<td>11347</td>
<td></td>
</tr>
<tr>
<td>contextweb.com</td>
<td>10405</td>
<td></td>
</tr>
<tr>
<td>spotxchange.com</td>
<td>10197</td>
<td></td>
</tr>
<tr>
<td>spotx.tv</td>
<td>9957</td>
<td></td>
</tr>
<tr>
<td>advertising.com</td>
<td>9819</td>
<td></td>
</tr>
<tr>
<td>sovrn.com</td>
<td>9146</td>
<td></td>
</tr>
<tr>
<td>adtech.com</td>
<td>9110</td>
<td></td>
</tr>
<tr>
<td>freewheel.tv</td>
<td>9029</td>
<td></td>
</tr>
<tr>
<td>tremorhub.com</td>
<td>8529</td>
<td></td>
</tr>
<tr>
<td>smartsadserver.com</td>
<td>8401</td>
<td></td>
</tr>
<tr>
<td>districtm.io</td>
<td>7599</td>
<td></td>
</tr>
<tr>
<td>lkdpl.net</td>
<td>7300</td>
<td></td>
</tr>
<tr>
<td>aolcloud.net</td>
<td>7298</td>
<td></td>
</tr>
<tr>
<td>lijiit.com</td>
<td>7100</td>
<td></td>
</tr>
<tr>
<td>teads.tv</td>
<td>6757</td>
<td></td>
</tr>
</tbody>
</table>

Figure 10: Number of sellers and associated publisher IDs (April 2019).

Figure 11: Sellers by publisher relationships (April 2019).

Figure 12: Number of unique publishers and total entries for sellers.
Lastly, the top sellers have an order of magnitude more entries in comparison to their publisher presence. This bolsters our finding that publishers tend to register multiple accounts with top sellers.

Table 3 shows the top 20 sellers listed in the ads.txt files in our dataset. Unsurprisingly, the top ad companies like Google, OpenX, and Rubicon are present in this list. google.com is the most popular seller, and is associated with 17.7K publishers. Furthermore, it appears in 14.4 entries per ads.txt file on average. From the table, we can see that publishers tend to have both direct and reseller relationships with the top sellers.

5 COMPLIANCE WITH ADS.TXT

In § 4, we looked at how Alexa Top-100K publishers have adopted the ads.txt standard over the course of 15 months, and which ad sellers they have authorized to sell their inventory during RTB auctions. In this section, we take the next step and try to examine the ads.txt standard from the ad buyers’ side. After all, one of the major goals of ads.txt is to enable ad buyers (e.g., DSPs) to verify the authenticity of inventory before bidding. Thus, we pose the question: are buyers complying with the ads.txt standard by only purchasing impression inventory via authorized sellers?

5.1 Isolating RTB Ads

To determine whether ad buyers are complying with the ads.txt standard for a given publisher p, we first need to identify ads which were served through RTB auctions on p. This is important, since ads.txt compliance only matters for RTB auctions.

Using our methodology from § 3.2.1, we extract all inclusion chains rooted in p. Then, as described in § 3.2.2, we use EasyList to identify all chains that eventually serve an ad on p. From these ad inclusion chains, we can further isolate just the ads served via RTB using two insights. First, we know that for an ad to be served via RTB, there must be at least 3 parties involved: the publisher, the exchange (seller), and the DSP (buyer). Thus, we filter out all the ad inclusion chains with < 3 resources. Second, through the ads.txt dataset, we have a lower-bound estimate on the ad exchanges (sellers) used by Alexa Top-100K publishers (set S_p, see § 3.1.1). Using these 1,035 sellers, we filter out all ad inclusion chains that have zero resources from the set of valid sellers.

After applying all the filters above, we are left with 135M RTB ad inclusion chains. Although we cannot claim that these chains capture all of the ads in our dataset served by RTB, they should cover the ads served by authorized sellers listed in ads.txt files.

5.2 Compliance Verification Metrics

Now that we have isolated the inclusion chains that served RTB ads, we can investigate compliance with the ads.txt standard by ad buyers. To accomplish this, must first carefully process our dataset using the following set up steps.

Seller–Buyer Pairs. First, we create a set R_p of seller–buyer tuples (s, b) for each publisher p. s and b are derived from RTB ad inclusion chains, such that s and b are the 2nd-level domains of the chain elements at index i and i + 1 respectively. For example, consider an ad inclusion chain p → e1 → e2 → e3 → d, rooted at publisher p. The last element of the chain d is the DSP that ultimately served the ad. e1, e2 are both exchanges, and are present in the set of valid authorized sellers S_v, whereas e3 ∈ S_v. In this case, we would produce the buyer–seller tuples (e1, e2) and (e2, e3), since e2 bought and then resold the impression. Lastly, note that since we only include tuples where s is a member of the ads.txt authorized sellers set S_v, we do not consider the tuple (e3, d) in R_p.

Non-Compliant Pairs. Second, we derive the set of non-compliant (s, b) tuples R_p^* for p, such that s ∉ S^p, where S^p is the set of authorized sellers listed by p in its ads.txt file. Intuitively, the tuples in R_p^* capture cases where a seller was not authorized by the publisher to sell its inventory.

Clustering Domains. Third, we clustered domains together that belong to the same organization. This step is necessary because of a quirk of the ads.txt data: recall from § 2.4 that the sellers listed in field #1 of ads.txt files are not necessarily the domains that host ad auctions. For example, Google specifies that its seller domain is google.com, even though the actual auctions are hosted at doubleclick.net. These discrepancies in S_v can lead to incorrect compliance analysis if they are not addressed. For example, say that google.com ∈ S^p for publisher p. If we observe an ad buyer b purchasing ad impressions from doubleclick.net during RTB auctions, we would incorrectly mark doubleclick.net and b as the non-compliant seller and buyer respectively.

To address this issue, we clustered domains together that belong to the same organization using data provided by WhoTracksMe [95]. This dataset is gathered by Cliqz, which is a German company that develops a privacy-preserving web browser and extensions [21]. This dataset contains mappings for 28 parent domains, including Google, OpenX, Rubicon Project, etc. Using this dataset, we map the domains that appear in our RTB ad inclusion chains and the domains from S_v to their parent domain.

Filter Self-edges. Fourth, after clustering we filter out all tuples (s, b) where s = b. Such edges are common in our data, and represent instances where an ad exchange redirected the browser to back to themselves. This may occur because the ad exchange decided to purchase the impression themselves, or for internal bookkeeping purposes. Regardless, transitions from s to s are irrelevant with respect to measuring compliance with ads.txt.

Measuring Compliance. Finally, using R_p, we calculate unweighted compliance for p as the percentage of non-compliant tuples over the total tuples 100 * |R_p^*|/|R_p|. However, this metric is not necessarily fair, since it does not take into account the relative frequency that sellers–buyer pairs appear in the ad inclusion chains. To account for frequency, we also calculate weighted compliance as \( \sum_{v \in R_p^*} f(t) / \sum_{v \in R_p} f(t) \), where f(t) is the number of times tuple t appears in RTB ad inclusion chains on p.

5.3 Results

Figure 13 shows the percentage of non-compliant tuples per publisher in our April 2019 snapshot. We see that the percentage of publishers whose inventory is filled under total compliance is more than 70% in both the weighted and non-weighted cases. Compliance for weighted cases is substantially higher than that of non-weighted case due to the fact that a small number of compliant exchanges.

\[ \text{We provide the list of clustered domains along with their parent domains in our open-sourced dataset.} \]
Table 4: Top 20 non-compliant Seller-Buyer pairs, sorted by presence on number of unique publishers.

<table>
<thead>
<tr>
<th>Seller</th>
<th>Buyer</th>
<th># Publishers (%)</th>
<th>Total Chains (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>gumgum</td>
<td>domex</td>
<td>247</td>
<td>20.38</td>
</tr>
<tr>
<td>gumgum</td>
<td>appnexus</td>
<td>225</td>
<td>20.49</td>
</tr>
<tr>
<td>taboola</td>
<td>weborama</td>
<td>188</td>
<td>52.66</td>
</tr>
<tr>
<td>taboola</td>
<td>rubiconproject</td>
<td>154</td>
<td>11.55</td>
</tr>
<tr>
<td>dailymotion</td>
<td>dyntrix</td>
<td>148</td>
<td>51.21</td>
</tr>
<tr>
<td>taboola</td>
<td>indexexchange</td>
<td>144</td>
<td>11.61</td>
</tr>
<tr>
<td>gumgum</td>
<td>pubmatic</td>
<td>139</td>
<td>27.25</td>
</tr>
<tr>
<td>justpremium</td>
<td>opensx</td>
<td>138</td>
<td>100.00</td>
</tr>
<tr>
<td>criteo</td>
<td>media</td>
<td>120</td>
<td>74.53</td>
</tr>
<tr>
<td>rubiconproject</td>
<td>yahoo</td>
<td>120</td>
<td>2.63</td>
</tr>
<tr>
<td>criteo</td>
<td>yieldlab</td>
<td>105</td>
<td>78.36</td>
</tr>
<tr>
<td>taboola</td>
<td>pubmatic</td>
<td>104</td>
<td>12.87</td>
</tr>
<tr>
<td>springserve</td>
<td>pubmatic</td>
<td>103</td>
<td>49.28</td>
</tr>
<tr>
<td>exponential</td>
<td>google</td>
<td>101</td>
<td>31.46</td>
</tr>
<tr>
<td>criteo</td>
<td>ligadex</td>
<td>98</td>
<td>77.78</td>
</tr>
<tr>
<td>criteo</td>
<td>pubmatic</td>
<td>84</td>
<td>82.35</td>
</tr>
<tr>
<td>nativeRoll</td>
<td>weborama</td>
<td>81</td>
<td>100.00</td>
</tr>
<tr>
<td>nativeRoll</td>
<td>seedsr</td>
<td>78</td>
<td>100.00</td>
</tr>
<tr>
<td>aniview</td>
<td>google</td>
<td>76</td>
<td>84.44</td>
</tr>
<tr>
<td>yandex</td>
<td>google</td>
<td>65</td>
<td>98.48</td>
</tr>
</tbody>
</table>

shows the top 20 non-compliant tuples across all publishers, after clustering them by their parent domains. For each tuple, we show the total number and percentage of publishers it was non-compliant on. Table 4 also shows the total number and percentage of times the tuple was non-compliant across all publishers.

With respect to the non-compliant sellers, several companies appear to be systematically non-compliant, such as NativeRoll, GumGum, Criteo, and JustPremium. Only one of the top authorized sellers from Table 3 (Rubicon Project) appears on the list. However, it is only non-compliant with a single buyer and only in 2.6% of transactions in our dataset. This finding suggests that top authorized sellers like Google and OpenX are enforcing compliance with the ads .txt standard within their markets.

One possibility is that top sellers are only auctioning impression inventory that can be validated, i.e., from publishers with ads .txt files. However, this is not the case: Table 5 shows (1) the number of publishers in our dataset that had RTB ad inclusion chains with the given seller, and (2) the percentage of these publishers that had ads .txt files. For example, only 59% of the publishers in our dataset whose impression inventory moved through Google’s exchange had an ads .txt file. This demonstrates that all of the top sellers are, to some extent, still auctioning inventory that cannot be validated using ads .txt.

A second possibility is that top sellers are faithfully following the ads .txt standard by refusing to auction unauthorized impressions. Although our data suggests that this might be the case, we cannot guarantee this from observational data alone. We attempted to become a publisher in order to conduct controlled experiments to
test compliance with the ads.txt standard, but we were unable to do so.9

Non-Compliant Buyers. With respect to non-compliant buyers, the striking feature of Table 4 is that most are actually SSPs/ad exchanges, including eight of the top authorized sellers from Table 3. In other words, top DSPs seem to be following the ads.txt standard by not buying non-compliant inventory. Rather, sellers are buying non-compliant inventory, although the reason for this is unclear, since it seems unlikely that they are able to resell this non-compliant inventory at auction. Many of these companies offer seller and buyer-side products, so it is possible that they are purchasing this non-compliant inventory and then serving ads, rather than reselling. Still, this behavior is surprising given that many of these companies have called for strict enforcement of the ads.txt standard [7, 40, 71, 81].

Compliance Over Time. Finally, we examine compliance with the ads.txt standard over time. Figure 15 shows the non-compliant, weighted tuples for three snapshots roughly five months apart. We can see that the percentage of compliant inventory sales has been steadily increasing over time. The percentage of completely compliant publishers rose from 46% in April 2018 to 77% in April 2019. Again, this is an encouraging result for the ads.txt standard: we have observed not only a healthy adoption of the standard, but also an improvement in compliance over time.

6 RELATED WORK

In this section, we survey related work on the online advertising ecosystem. We also discuss studies on the topic of cookie matching and transparency tools. Next, we discuss related work on the ecosystem of ad fraud and prevention mechanisms. Finally, we conclude with related work on the ads.txt standard.

6.1 The Online Advertising Ecosystem

Researchers have been studying online advertising ecosystem for almost a decade. Mayer et al. presents an overview of this topic in [62]. Barford et al. mapped the online adscape through targeted ads by major ad networks on the web [11], whereas Rodriguez et al. [93] and Razaghpanah et al. [79] measured the ad ecosystem on mobile devices. Using browsing traces, Gill et al. demonstrated that advertising revenue is skewed towards large companies like Google [38]. Guha et al. [44] and Carrascosa et al. [17] developed controlled methodologies to study individual implications of targeted advertising. Researchers have also found evidence of advertisers using sensitive attributes to target users [26, 93, 96]. Studies have also highlighted ads being served for malicious purposes [89, 98], and through covert channels [13].

Tracking. Advertising companies track users around the web to build profiles about them, so that later they can serve targeted ads to users. Krishnamurthy et al. were the first to document the pervasiveness of online tracking [53–55]. Lerner et al. provided a longitudinal measurement of third-party tracking from 1996 to 2016 [59]. More recently, Cahn et al. and Englehardt et al. conducted large scale crawls on Alexa Top-10K and Alexa Top-1M to provide an in-depth analysis of web tracking [16, 34]. Falahrastegar et al. looked at tracker prevalence across geographic regions [35].

RTB and Cookie Matching. More recently, the online ad ecosystem has shifted towards RTB [97]. Through cookie matching, which is a pre-requisite for RTB, advertisers exchange user identifiers with each other. Acar et al. conducted crawls on Alexa Top-3K and found that hundreds of domains passed unique identifiers to each other [1]. Olejnık et al. discovered 123 cookie matching ad exchanges by studying winning bid prices during RTB auctions [70]. Falahrastegar et al. used crowd-sourced browsing data to identify domains sharing unique identifiers [36]. Bashir et al. used retargeted ads to examine cookie matching [12]. They further conducted simulations to highlight the extent of information sharing by ad exchanges behind the scenes [15]. By collecting winning prices from the network traffic, Olejnık et al. [70] and Papadopoulos et al. [72] examined how much advertisers are paying for users in RTB auctions.

Transparency. Research surveys have shown that users have grown increasingly concerned about the state of online tracking [10, 63]. Users feel that they don’t have meaningful control in how their data is collected by advertisers [5, 61, 92]. Similarly, Leon et al. found lack of control over data sharing as a major cause for users’ unwillingness to share information with advertisers [58]. In their user surveys, Dolin et al. found that users were more comfortable with targeted ads when they were given explanation on how a targeted ad was served [30]. These studies suggest that users feel there is a lack of transparency in the advertising ecosystem.

In an effort to make the advertising ecosystem more transparent, some advertising companies (e.g., Google, Facebook) have built transparency tools called Ad Preference Managers (APMs) to enable users see what information has been inferred about them. However, studies have highlighted certain issues with these tools: they lack coverage [6, 96], exclude sensitive user attributes [26], and infer noisy and irrelevant interests [14, 29, 91].

6.2 Ad Fraud

Over the years, numerous white-papers and blog posts have been published by researchers and advertisers, documenting the issues pertaining to ad fraud. In 2016, the IAB published a white-paper highlighting that ad fraud costs advertisers $8.2B per year [49, 84]. Similarly, the Association of National Advertisers (ANA) reported ad fraud costs of $7.2B in 2016 [86]. Daswani et al. present an accessible introduction to the topic of ad fraud in [24].

Researchers have proposed methodologies to study various forms of ad fraud. Springborn et al. examined the extent of impression fraud by setting up honeypot websites [87]. Dave et al. provided a systematic look at click-spam, and proposed an automated methodology to fingerprint click-spam attacks [27]. Some studies have provided case studies on botnets conducting click-spam [25, 67, 73]. Haddadi et al. [45] used bluff ads to detect click fraud. Stone-Gross et al. studied ad fraud in ad exchanges [88].

Several prevention mechanisms have also been introduced in the literature. Zhang et al. and Metwally et al. proposed methodologies to combat ad fraud by identifying duplicate clicks [65, 99]. Metwally et al. further proposed an approach to detect click fraud by looking for similarities among fraudsters [66]. Nazerrzadeh et al.
provided an approach based on economic incentives to counter ad fraud [68]. However, sophisticated botnets like ZeroAccess [85] and ClickBot.A [20] can evade such prevention mechanisms. Pearce et al. and Daswani et al. outlined techniques to combat fraud from botnets [25, 73]. WhiteOps published a report on their take down of the infamous Methbot [64].

Domain spoofing has been a major issue in programmatic advertising. A good introduction to domain spoofing is provided in [50, 51]. Recently, Methbot spoofed domains for more than 6,000 premium publishers to generate revenue of $5M per day [18]. In November 2017, Adform published a white-paper describing how they took down HyphBot, which was generating 1.5B spoofed requests per day [47].

6.3 ads.txt Adoption

Besides a white-paper and some blog posts, to the best of our knowledge, there is no prior work which provides an in-depth, longitudinal analysis of the ads.txt standard. Lukasz Olejnik, an independent researcher, recently published a white-paper on his longitudinal study of the ads.txt standard [69]. Olejnik conducted gathered ads.txt data on Alexa Top-100K publishers from August 2017, right after the inception of the ads.txt, to March 2018. He performed one more crawl towards the end of December 2018. Results from this white-paper corroborates our findings regarding longitudinal trends in adoption and top sellers. Olejnik did not study the compliance aspect of the standard.

Since the inception of ads.txt standard, several blog posts have studied its trends, and different companies have reported different trends. Pixalate reported a x5 growth in ads.txt adoption in 2018, with 75% of the top 1,000 programmatic domains adopting the standard [75]. They also claim that ads.txt has reduced ad fraud by 10% [76]. According to OpenX, 60% of the top 1,000 publishers (comScore’s list) have adopted the standard [74]. First Impressions’ reported adoption trends on Alexa Top-1000 sites are similar to ours [37]. Some blogs also noticed errors in publishers’ ads.txt files [37, 74].

Several companies, including Google, provide tools for publishers to generate and validate their ads.txt records [2, 4, 39].

In their bid to eliminate the ability to profit from counterfeit inventory and bring more transparency to programmatic advertising, IAB has recently introduced ads.txt like standard for mobile apps, called app-ads.txt [42]. Furthermore, IAB is working towards introducing another standard called sellers.json, which will allow the buyers to discover the identities of all the authorized reseller partners of a participating seller (SSP) [43].

7 LIMITATIONS

In this section, we describe the limitations that should be considered for the results presented in this study.

First, we rely on EasyList [32] to detect inclusion chains that end up serving advertisements. These lists are manually curated over time and may introduce errors. For example, if we classify a benign (advertisement) chain as advertisement (benign), we may end up over-estimating (under-estimating) non-compliance if the seller was not listed in the publisher’s ads.txt file. Additionally, we do not use any supplementary, language-specific filter lists to identify advertisements on non-English websites.

The ideal way to check for non-compliance would be to become part of the ecosystem as a publisher and serve ads. As a publisher, we could control the contents of our ads.txt file and monitor tags that serve advertisements. However, this approach is quite challenging to implement: it requires us to form relationships with popular ad exchanges, and the top exchanges do not form partnerships unless your website has millions of unique visitors per month.

Second, the clustering process in § 5.2 is not perfect. We manually mapped 101 domains to 28 parent domains using the data from WhoTracksMe [95]. Although we made sure that we clustered popular domains by going through the list of top 30 seller-buyer tuples, we could have missed some domains that should have been clustered.

Finally, this study does not analyze the ads.txt standard on the mobile ecosystem. In March 2019, the IAB introduced the ads.txt standard for the mobile apps, called app-ads.txt [42]. A separate study is required to understand the adoption of this standard and compliance in the mobile ecosystem.

8 CONCLUDING DISCUSSION

In this study, we present the first large-scale, longitudinal study of the ads.txt standard. Using data crawled from 240K websites over a period of 15 months, we examine the adoption of ads.txt by publishers, the contents of these files, the characteristics of sellers who appear in the files, and compliance with the standard by sellers and buyers.

Compliance. One of the motivating questions behind our study was are members of the online ad ecosystem complying with the ads.txt standard? The answer to this question is: somewhat. With respect to adoption, we found that over 60% of popular publishers that are monetized via RTB ads have adopted ads.txt, which is impressive for a standard that is just over two years old (as of this writing). Further, our analysis of ad inclusion chains strongly suggests that SSPs and ad exchanges are honoring the standard by not attempting to sell unauthorized inventory. Future work should attempt to validate this using causal experiments.

That said, there is a great deal of room for improvement before domain spoofing will be eradicated. There are still many publishers that have not adopted ads.txt, and their impression inventory continues to be purchased from SSPs/ad exchanges. All of these domains are vulnerable to spoofing. Additionally, we do observe specific sellers that continue to sell impressions that they are not authorized to sell, as well as specific buyers (including many top ad exchanges) who continue to purchase impressions from these unauthorized sellers. All of these companies run the risk of introducing spoofed inventory into the marketplace.

Transparency. The other motivating question of our study was how useful is ads.txt as a transparency mechanism? Here again, the answer is mixed. On the positive side, ads.txt is enjoying wide adoption. For the first time ever, publishers are explicitly declaring who they have advertising contracts with. Further, by aggregating across ads.txt files, it is possible to compile an explicit and extensive list of seller-side advertising platforms. Coupled with inclusion chain data, buyer-side platforms can also be identified.
These datasets are extremely useful for measurement studies of the online ad ecosystem, which historically have had to rely on heuristics or crowdsourced data (e.g., EasyList) to identify these domains. Additionally, this data may be useful for browser extensions that inform users about the advertising practices of publishers [69] or block ads.

However, there are several caveats to the ads.txt data. First, as we saw throughout our study, ads.txt files contain various classes of errors that must be mitigated by consumers of the data. Fortunately, we develop techniques in this study that can help in this regard. Second, ads.txt is only designed to make advertising domains transparent, not tracking domains. Additional datasets and detection techniques are still necessary to identify trackers. Finally, we note that the seller domains listed in ads.txt files are not all-inclusive; additional, manual work is required to map seller domains like google.com to all of other domains used by sellers.

Future Directions. The results from this study can be used by both privacy researchers and stakeholders in the advertising ecosystem. Privacy researchers have been long trying to understand the roles (e.g., tracker, advertiser, ad exchange, etc.) of third-parties participating in the ecosystem [12, 15]. We demonstrate in this study that it is possible to compile an explicit and extensive list of ad exchanges. Similar studies can be conducted leveraging upcoming standards to identify buyer-side relationships. For example, the IAB is introducing another standard called sellers.json [43], under which the seller (SSP) discloses all other entities it has selling relationships with.

Organizations like the IAB can use results from this study to improve future standards. For example, we find that although ads.txt adoption is quite encouraging, publishers make mistakes in their published ads.txt files, including typos and listing non-exchanges like ad networks. Although file format verifiers are available for ads.txt [3, 9], these tools could be improved to identify non-syntax related errors. Furthermore, to account for discrepancies where the seller domain is different from the domain that hosts ad auction (e.g., google.com versus doubleclick.net), the IAB should compile and maintain a canonical list of seller domains for ads.txt. This list could also be incorporated into ads.txt file verification tools.
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